
Overview of the Student’s T-Test 

Introduction 

 The student’s t-test is a test of statistical significance between the means of two groups of 

data (a two sample t-test) or between the mean one group of data vs an accepted value (a one 

sample t-test) to determine if any noticeable differences in the means are statistically significant 

or do to simply random error. This idea of hypothesis testing was originally developed by 

statistician William Sealy Gosset and published in the English research journal Biometrika 

around 1908 under the pseudonym Student. The two main assumptions underlying the student’s 

t-test is that the data sets have similar variances (s2) and that these data sets have a normal 

distribution (a bell curve). 

 

How to Perform a T-Test 

1. Identify your hypothesis (H) and your null hypothesis (H0). Most of the time the 

hypothesis is something along the lines of “The mean of Data Set A is significantly 

different than the mean of Data Set B” while the null hypothesis is the inverse or 

something like “There is no significant difference between the means of Data Set A and 

Data Set B”. 

2. Calculate the means and standard deviations of each data set to be used in the t-test. 

3. Identify the type of t-test to be performed. These include: 

a. Paired vs Unpaired t-test: A paired t-test is used to compare related data sets such 

as a pre-test vs post-test or cholesterol before and after administration of a drug. 

In contrast an unpaired t-test has unrelated data sets. 

b. One sample vs two sample: As described above in the introduction 

c. Two tailed vs One tailed: A two-tailed t-test just cares about if Data Set A is 

significantly different than Data Set B (or the accepted value) while a one-tailed t-

test cares about the mean of Data Set A being either significantly greater than or 

significantly less than (need to pick one) the mean of Data Set B (or the accepted 

value) 

4. Apply the correct formula based on the type of t-test performed to calculate a t-statistic 

(𝑡𝑠𝑡𝑎𝑡). Some relevant equations and their symbol meanings are shown below 

 

𝑡𝑠𝑡𝑎𝑡 =  
𝑥̅ −  𝜇

𝑠

√𝑛

 

Equation 1: A One Sample T-Test 

𝑥̅ = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 

𝜇 = 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 



𝑠 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 

 

 

𝑡𝑠𝑡𝑎𝑡 =  
𝑥𝐷̅̅ ̅
𝑠𝐷

√𝑛

 

Equation 2: A Paired T-Test 

𝑥𝐷̅̅ ̅ = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑒𝑎𝑐ℎ 𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 

𝑠𝐷 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑒𝑎𝑐ℎ 𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 

 

 

𝑡𝑠𝑡𝑎𝑡 =  
𝑥𝐴̅̅ ̅ − 𝑥𝐵̅̅ ̅  

√
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2
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Equation 3: An Independent (Unpaired Two Sample) T-Test 

𝑥𝐴̅̅ ̅ = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐴 

𝑥𝐵̅̅ ̅ = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐵 

𝑠𝐴 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐴 

𝑠𝐵 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐵 

𝑛𝐴 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐴 

𝑛𝐵 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 𝐵 

5. Determine your 𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 using the t-test chart (next page) 

a. Going down the left side, df stands for “degrees of freedom” and corresponds to: 

i. 𝑛 – 1  for a one sample t-test 

ii. 𝑛𝐷 – 1 for a paired sample t-test  

iii. 𝑛𝐴 +  𝑛𝐵 – 1 for an independent t-test 

b. Across the top is your significance level (α). We use 0.05 or smaller. Make sure to 

choose the respective tailed option 

c. Where the two meet is your 𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙. 



 

  



6. Interpret your results 

a. If 𝑡𝑠𝑡𝑎𝑡 >  𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 then there is a significant difference (we reject the null 

hypothesis). If our significance level was 0.05 what that means is that we are 95% 

sure that there is a real difference and only a 5% chance that the difference is due 

to random error. This is why the smaller the significance level the better! 

b. If 𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 > 𝑡𝑠𝑡𝑎𝑡 then there is not a significant difference (we fail to reject the 

null hypothesis…..notice we don’t accept the actual hypothesis) 


